🤖 **SOLUTION ARCHITECTURE: Multi-Agent System with MCP**

**Core Innovation: Specialized AI Agents Working Together**
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🏗️ **AGENT ARCHITECTURE (Using MCP + A2A)**

**Agent 1: Requirements Gathering Agent**

**MCP Server:** requirements-agent-server

**Purpose:** Interact with researcher to clarify data needs

**Capabilities:**

python

*# requirements\_agent.py*

class RequirementsAgent:

"""

Specialized agent for gathering research data requirements

Uses conversational AI to extract structured requirements

"""

async def gather\_requirements(self, initial\_request: str):

"""

Multi-turn conversation to extract:

- Study population (inclusion/exclusion criteria)

- Data elements needed (clinical notes, labs, imaging, etc.)

- Time period

- Sample size expectations

- IRB approval status

- Data format preferences

"""

structured\_requirements = {

"study\_title": "",

"principal\_investigator": "",

"irb\_number": "",

"inclusion\_criteria": [],

"exclusion\_criteria": [],

"data\_elements": [],

"time\_period": {"start": "", "end": ""},

"estimated\_cohort\_size": None,

"delivery\_format": "CSV", *# CSV, FHIR, RedCap*

"phi\_level": "limited\_dataset" *# identified, limited, de-identified*

}

*# Conversational extraction*

conversation = await self.\_conduct\_requirements\_interview(initial\_request)

*# Structure extraction using LLM*

structured\_requirements = await self.\_extract\_structured\_data(conversation)

*# Validate completeness*

validation = await self.\_validate\_requirements(structured\_requirements)

if validation['complete']:

*# Save to database*

await self.\_save\_requirements(structured\_requirements)

*# Notify next agent (Phenotype Agent)*

await self.orchestrator.notify\_agent(

agent="phenotype\_agent",

task="validate\_feasibility",

requirements=structured\_requirements

)

else:

*# Ask follow-up questions*

return validation['missing\_fields']

**Example Interaction:**

Researcher: "I need clinical notes for heart failure patients"

Requirements Agent:

"I'll help you define this data request. Let me ask a few questions:

1. What time period are you interested in?

2. Do you have specific inclusion criteria beyond heart failure diagnosis?

(e.g., age range, admission type, prior conditions)

3. What type of clinical notes? (Progress notes, discharge summaries,

nursing notes, all notes)

4. Do you need identified data, or can this be de-identified?

5. What's your IRB number?

6. Approximate cohort size you're expecting?

I've detected you mentioned 'heart failure' - I can help you define this

using standard codes:

- ICD-10: I50.x (Heart failure)

- SNOMED-CT: 84114007 (Heart failure)

Would you like me to include all heart failure subtypes or specific ones?"

**Agent 2: Calendar & Meeting Agent**

**MCP Server:** calendar-agent-server

**Purpose:** Schedule and coordinate meetings automatically

**Capabilities:**

python

*# calendar\_agent.py*

class CalendarAgent:

"""

Manages meeting scheduling using MCP to access calendar systems

"""

def \_\_init\_\_(self):

*# MCP connections to calendar systems*

self.mcp\_clients = {

'google\_calendar': MCPClient('calendar-server'),

'outlook': MCPClient('outlook-server')

}

async def schedule\_kickoff\_meeting(self, requirements\_id: str):

"""

Automatically schedule kickoff meeting with relevant stakeholders

"""

requirements = await self.\_get\_requirements(requirements\_id)

*# Identify required attendees based on request complexity*

attendees = await self.\_identify\_stakeholders(requirements)

*# e.g., {*

*# 'required': ['researcher', 'informaticist'],*

*# 'optional': ['biostatistician', 'data\_steward']*

*# }*

*# Find common availability using MCP calendar access*

availability = await self.\_find\_common\_slots(

attendees=attendees['required'],

duration\_minutes=30,

within\_days=7

)

*# Propose best time and send invites*

meeting = await self.\_schedule\_meeting(

attendees=attendees,

time\_slot=availability[0],

agenda=self.\_generate\_meeting\_agenda(requirements),

prep\_materials=self.\_generate\_prep\_doc(requirements)

)

return meeting

async def \_find\_common\_slots(self, attendees, duration\_minutes, within\_days):

"""Use MCP to query multiple calendar systems"""

availability\_windows = []

for attendee in attendees:

*# MCP call to calendar server*

calendar\_data = await self.mcp\_clients['google\_calendar'].call\_tool(

"get\_availability",

{

"user\_email": attendee['email'],

"start\_date": datetime.now(),

"end\_date": datetime.now() + timedelta(days=within\_days),

"duration\_minutes": duration\_minutes

}

)

availability\_windows.append(calendar\_data)

*# Find overlapping free slots*

common\_slots = self.\_find\_overlap(availability\_windows)

return common\_slots

**Agent 3: Phenotype Validation Agent**

**MCP Server:** phenotype-agent-server

**Purpose:** Validate feasibility and translate requirements to executable phenotype

**Capabilities:**

python

*# phenotype\_agent.py*

class PhenotypeValidationAgent:

"""

Validates if requested cohort is feasible and translates to phenotype definition

Uses your existing phenotyping platform concepts

"""

async def validate\_feasibility(self, requirements: dict):

"""

Check if requested data exists and estimate cohort size

"""

*# 1. Translate inclusion/exclusion criteria to SQL-on-FHIR*

phenotype\_sql = await self.\_generate\_phenotype\_sql(requirements)

*# 2. Run count query (fast) to estimate cohort size*

estimated\_count = await self.\_estimate\_cohort\_size(phenotype\_sql)

*# 3. Check data availability for requested elements*

data\_availability = await self.\_check\_data\_availability(

requirements['data\_elements'],

requirements['time\_period']

)

*# 4. Generate feasibility report*

feasibility\_report = {

"feasible": True if estimated\_count > 0 else False,

"estimated\_cohort\_size": estimated\_count,

"confidence\_interval": f"{estimated\_count \* 0.9}-{estimated\_count \* 1.1}",

"data\_availability": data\_availability,

"phenotype\_sql": phenotype\_sql,

"estimated\_extraction\_time": self.\_estimate\_processing\_time(estimated\_count),

"recommendations": []

}

*# 5. Add recommendations if needed*

if estimated\_count < requirements.get('minimum\_cohort\_size', 0):

feasibility\_report['recommendations'].append({

"type": "cohort\_too\_small",

"suggestion": "Broaden inclusion criteria or extend time period",

"alternative\_criteria": await self.\_suggest\_alternatives(requirements)

})

*# 6. Notify next agent*

if feasibility\_report['feasible']:

await self.orchestrator.notify\_agent(

agent="data\_extraction\_agent",

task="extract\_data",

phenotype=phenotype\_sql,

requirements=requirements

)

return feasibility\_report

**Agent 4: Data Extraction Agent**

**MCP Server:** data-extraction-agent-server

**Purpose:** Execute actual data extraction from clinical data warehouse

**Capabilities:**

python

*# data\_extraction\_agent.py*

class DataExtractionAgent:

"""

Executes data extraction queries against clinical data warehouse

Uses MCP to access different data sources (Epic Clarity, FHIR, OMOP)

"""

def \_\_init\_\_(self):

*# MCP connections to data sources*

self.mcp\_clients = {

'epic\_clarity': MCPClient('epic-clarity-server'),

'fhir\_server': MCPClient('fhir-server'),

'omop\_cdm': MCPClient('omop-server')

}

async def extract\_data(self, phenotype\_sql: str, requirements: dict):

"""

Execute extraction across multiple data sources

"""

extraction\_plan = await self.\_create\_extraction\_plan(requirements)

*# Example plan:*

*# {*

*# 'patient\_cohort': 'epic\_clarity', # Get patient list from Epic*

*# 'clinical\_notes': 'fhir\_server', # Get notes via FHIR*

*# 'lab\_results': 'epic\_clarity', # Get labs from Epic*

*# 'imaging\_metadata': 'omop\_cdm' # Get imaging from OMOP*

*# }*

extraction\_results = {}

*# Step 1: Get patient cohort*

cohort = await self.\_execute\_phenotype\_query(

phenotype\_sql,

data\_source=extraction\_plan['patient\_cohort']

)

*# Step 2: Extract requested data elements for cohort*

for data\_element, source in extraction\_plan.items():

if data\_element == 'patient\_cohort':

continue

extraction\_results[data\_element] = await self.\_extract\_data\_element(

data\_element=data\_element,

patient\_ids=cohort['patient\_ids'],

source=source,

time\_period=requirements['time\_period']

)

*# Step 3: Apply de-identification if needed*

if requirements['phi\_level'] != 'identified':

extraction\_results = await self.\_deidentify\_data(

data=extraction\_results,

phi\_level=requirements['phi\_level']

)

*# Step 4: Format according to preferences*

formatted\_data = await self.\_format\_data(

data=extraction\_results,

format=requirements['delivery\_format']

)

*# Step 5: Notify QA Agent*

await self.orchestrator.notify\_agent(

agent="qa\_agent",

task="validate\_extracted\_data",

data\_package=formatted\_data,

requirements=requirements

)

return formatted\_data

async def \_extract\_data\_element(self, data\_element: str, patient\_ids: list,

source: str, time\_period: dict):

"""Use MCP to extract specific data elements"""

if data\_element == 'clinical\_notes':

*# Use FHIR MCP server*

notes = await self.mcp\_clients['fhir\_server'].call\_tool(

"get\_document\_references",

{

"patient\_ids": patient\_ids,

"doc\_type": "clinical\_note",

"start\_date": time\_period['start'],

"end\_date": time\_period['end']

}

)

return notes

elif data\_element == 'lab\_results':

*# Use Epic Clarity MCP server*

labs = await self.mcp\_clients['epic\_clarity'].call\_tool(

"get\_lab\_results",

{

"patient\_ids": patient\_ids,

"start\_date": time\_period['start'],

"end\_date": time\_period['end']

}

)

return labs

**Agent 5: Quality Assurance Agent**

**MCP Server:** qa-agent-server

**Purpose:** Automated data quality validation

**Capabilities:**

python

*# qa\_agent.py*

class QualityAssuranceAgent:

"""

Validates extracted data quality before delivery

"""

async def validate\_extracted\_data(self, data\_package: dict, requirements: dict):

"""

Run comprehensive QA checks

"""

qa\_report = {

"overall\_status": "pending",

"checks": [],

"issues": [],

"recommendations": []

}

*# Check 1: Completeness*

completeness = await self.\_check\_completeness(data\_package, requirements)

qa\_report['checks'].append(completeness)

*# Check 2: Data quality metrics*

quality\_metrics = await self.\_check\_data\_quality(data\_package)

qa\_report['checks'].append(quality\_metrics)

*# Check 3: PHI scrubbing validation (if de-identified)*

if requirements['phi\_level'] != 'identified':

phi\_check = await self.\_validate\_deidentification(data\_package)

qa\_report['checks'].append(phi\_check)

*# Check 4: Cohort characteristics validation*

cohort\_validation = await self.\_validate\_cohort\_characteristics(

data\_package,

requirements

)

qa\_report['checks'].append(cohort\_validation)

*# Determine overall status*

critical\_failures = [c for c in qa\_report['checks'] if c['severity'] == 'critical' and not c['passed']]

if critical\_failures:

qa\_report['overall\_status'] = 'failed'

qa\_report['issues'] = critical\_failures

*# Escalate to human review*

await self.\_escalate\_to\_human\_review(qa\_report, requirements)

else:

qa\_report['overall\_status'] = 'passed'

*# Notify delivery agent*

await self.orchestrator.notify\_agent(

agent="delivery\_agent",

task="deliver\_data",

data\_package=data\_package,

qa\_report=qa\_report,

requirements=requirements

)

return qa\_report

async def \_check\_data\_quality(self, data\_package: dict):

"""Check for data quality issues"""

issues = []

*# Missing data rates*

for data\_element, data in data\_package.items():

missing\_rate = self.\_calculate\_missing\_rate(data)

if missing\_rate > 0.3: *# 30% threshold*

issues.append({

"element": data\_element,

"issue": "high\_missing\_rate",

"rate": missing\_rate,

"severity": "warning"

})

*# Duplicate records*

duplicates = self.\_check\_duplicates(data\_package)

if duplicates:

issues.append({

"issue": "duplicate\_records",

"count": len(duplicates),

"severity": "critical"

})

*# Date inconsistencies*

date\_issues = self.\_validate\_dates(data\_package)

issues.extend(date\_issues)

return {

"check\_name": "data\_quality",

"passed": len([i for i in issues if i['severity'] == 'critical']) == 0,

"issues": issues

}

**Agent 6: Delivery Agent**

**MCP Server:** delivery-agent-server

**Purpose:** Package and deliver data to researcher

**Capabilities:**

python

*# delivery\_agent.py*

class DeliveryAgent:

"""

Handles final data packaging and delivery

"""

async def deliver\_data(self, data\_package: dict, qa\_report: dict,

requirements: dict):

"""

Package data and deliver via appropriate channel

"""

*# 1. Create data package with metadata*

final\_package = {

"data": data\_package,

"metadata": {

"request\_id": requirements['id'],

"extraction\_date": datetime.now(),

"cohort\_size": len(data\_package['patient\_cohort']),

"data\_elements": list(data\_package.keys()),

"phi\_level": requirements['phi\_level'],

"qa\_report": qa\_report

},

"documentation": {

"data\_dictionary": await self.\_generate\_data\_dictionary(data\_package),

"extraction\_methods": await self.\_document\_extraction\_methods(requirements),

"citation\_info": await self.\_generate\_citation\_info(requirements)

}

}

*# 2. Package according to format*

if requirements['delivery\_format'] == 'REDCap':

packaged\_data = await self.\_package\_for\_redcap(final\_package)

elif requirements['delivery\_format'] == 'FHIR':

packaged\_data = await self.\_package\_as\_fhir(final\_package)

else: *# CSV*

packaged\_data = await self.\_package\_as\_csv(final\_package)

*# 3. Upload to secure location*

delivery\_location = await self.\_upload\_to\_secure\_storage(

packaged\_data,

requirements['project\_id']

)

*# 4. Notify researcher*

await self.\_send\_notification(

recipient=requirements['principal\_investigator'],

subject=f"Data Request {requirements['id']} - Ready for Download",

message=self.\_generate\_delivery\_email(

delivery\_location,

final\_package['metadata']

)

)

*# 5. Log delivery for audit trail*

await self.\_log\_delivery(requirements['id'], delivery\_location)

return delivery\_location

🔄 **AGENT-TO-AGENT (A2A) ORCHESTRATION**

**Orchestrator Agent (The Conductor)**

python

*# orchestrator\_agent.py*

class ResearchRequestOrchestrator:

"""

Central coordinator for multi-agent workflow

Implements Agent-to-Agent (A2A) communication protocol

"""

def \_\_init\_\_(self):

self.agents = {

'requirements': RequirementsAgent(),

'calendar': CalendarAgent(),

'phenotype': PhenotypeValidationAgent(),

'extraction': DataExtractionAgent(),

'qa': QualityAssuranceAgent(),

'delivery': DeliveryAgent()

}

*# A2A message bus*

self.message\_bus = MessageBus()

*# Workflow state machine*

self.workflow\_states = {

'new\_request': 'requirements\_gathering',

'requirements\_complete': 'feasibility\_validation',

'feasible': 'schedule\_kickoff',

'kickoff\_complete': 'data\_extraction',

'extraction\_complete': 'qa\_validation',

'qa\_passed': 'data\_delivery',

'delivered': 'complete'

}

async def process\_new\_request(self, researcher\_request: str, researcher\_info: dict):

"""

Main entry point for new research data request

"""

*# Create request tracking record*

request\_id = await self.\_create\_request\_record(researcher\_request, researcher\_info)

*# Initialize workflow state*

workflow\_state = {

'request\_id': request\_id,

'current\_stage': 'requirements\_gathering',

'started\_at': datetime.now(),

'researcher\_info': researcher\_info,

'agents\_involved': []

}

*# Start with Requirements Agent*

await self.\_route\_to\_agent(

agent='requirements',

task='gather\_requirements',

context={'initial\_request': researcher\_request, 'request\_id': request\_id}

)

*# Monitor workflow progress*

await self.\_monitor\_workflow(request\_id)

return request\_id

async def notify\_agent(self, agent: str, task: str, \*\*kwargs):

"""

A2A communication: One agent notifies orchestrator to trigger next agent

"""

message = {

'from\_agent': kwargs.get('from\_agent', 'orchestrator'),

'to\_agent': agent,

'task': task,

'payload': kwargs,

'timestamp': datetime.now()

}

*# Publish to message bus*

await self.message\_bus.publish(f"agent.{agent}.{task}", message)

*# Log for tracking*

await self.\_log\_agent\_communication(message)

*# Route to appropriate agent*

await self.\_route\_to\_agent(agent, task, kwargs)

async def \_route\_to\_agent(self, agent: str, task: str, context: dict):

"""

Route work to specific agent

"""

agent\_instance = self.agents[agent]

*# Call agent's task method*

task\_method = getattr(agent\_instance, task)

result = await task\_method(\*\*context)

*# Determine next step based on result*

next\_step = await self.\_determine\_next\_step(agent, task, result)

if next\_step:

await self.\_route\_to\_agent(

agent=next\_step['agent'],

task=next\_step['task'],

context={\*\*context, \*\*next\_step.get('additional\_context', {})}

)

async def \_determine\_next\_step(self, completed\_agent: str, completed\_task: str,

result: dict):

"""

Workflow logic: determine next agent based on current state and results

"""

workflow\_rules = {

('requirements', 'gather\_requirements'): {

'if': lambda r: r.get('complete') == True,

'then': {'agent': 'phenotype', 'task': 'validate\_feasibility'}

},

('phenotype', 'validate\_feasibility'): {

'if': lambda r: r.get('feasible') == True,

'then': {'agent': 'calendar', 'task': 'schedule\_kickoff\_meeting'}

},

('calendar', 'schedule\_kickoff\_meeting'): {

'if': lambda r: r.get('meeting\_scheduled') == True,

'then': {'agent': 'extraction', 'task': 'extract\_data'}

},

('extraction', 'extract\_data'): {

'if': lambda r: r.get('extraction\_complete') == True,

'then': {'agent': 'qa', 'task': 'validate\_extracted\_data'}

},

('qa', 'validate\_extracted\_data'): {

'if': lambda r: r.get('overall\_status') == 'passed',

'then': {'agent': 'delivery', 'task': 'deliver\_data'}

},

('delivery', 'deliver\_data'): {

'if': lambda r: r.get('delivered') == True,

'then': None *# Workflow complete*

}

}

rule = workflow\_rules.get((completed\_agent, completed\_task))

if rule and rule['if'](result):

return rule['then']

return None

🖥️ **MCP SERVER IMPLEMENTATIONS**

**Example: Epic Clarity MCP Server**

python

*# mcp\_servers/epic\_clarity\_server.py*

from mcp import Server, Tool

class EpicClarityMCPServer(Server):

"""

MCP server providing access to Epic Clarity database

"""

def \_\_init\_\_(self):

super().\_\_init\_\_(name="epic-clarity-server")

self.db\_connection = self.\_connect\_to\_clarity()

*# Register available tools*

self.register\_tools([

Tool(

name="get\_patient\_cohort",

description="Execute phenotype query to get patient cohort from Epic Clarity",

parameters={

"sql\_query": "string",

"return\_fields": "array"

},

handler=self.get\_patient\_cohort

),

Tool(

name="get\_clinical\_notes",

description="Retrieve clinical notes for specified patients",

parameters={

"patient\_ids": "array",

"note\_types": "array",

"start\_date": "string",

"end\_date": "string"

},

handler=self.get\_clinical\_notes

),

Tool(

name="get\_lab\_results",

description="Retrieve lab results for specified patients",

parameters={

"patient\_ids": "array",

"loinc\_codes": "array",

"start\_date": "string",

"end\_date": "string"

},

handler=self.get\_lab\_results

)

])

async def get\_clinical\_notes(self, patient\_ids: list, note\_types: list,

start\_date: str, end\_date: str):

"""

MCP tool implementation for clinical notes retrieval

"""

*# Build SQL query for Epic Clarity*

query = f"""

SELECT

n.PAT\_ID,

n.NOTE\_ID,

n.CONTACT\_DATE,

n.NOTE\_TYPE,

nt.NOTE\_TEXT

FROM CLARITY.HNO\_INFO n

JOIN CLARITY.HNO\_NOTE\_TEXT nt ON n.NOTE\_ID = nt.NOTE\_ID

WHERE n.PAT\_ID IN ({','.join(map(str, patient\_ids))})

AND n.CONTACT\_DATE BETWEEN '{start\_date}' AND '{end\_date}'

AND n.NOTE\_TYPE IN ({','.join(f"'{t}'" for t in note\_types)})

"""

*# Execute query*

results = await self.db\_connection.execute(query)

*# Format response*

return {

"patient\_count": len(set(r['PAT\_ID'] for r in results)),

"note\_count": len(results),

"notes": results

}

**Example: FHIR Server MCP Implementation**

python

*# mcp\_servers/fhir\_server.py*

from mcp import Server, Tool

import httpx

class FHIRServerMCP(Server):

"""

MCP server providing access to FHIR endpoints

"""

def \_\_init\_\_(self, fhir\_base\_url: str):

super().\_\_init\_\_(name="fhir-server")

self.fhir\_base\_url = fhir\_base\_url

self.client = httpx.AsyncClient()

self.register\_tools([

Tool(

name="search\_patients",

description="Search for patients using FHIR search parameters",

parameters={

"search\_params": "object"

},

handler=self.search\_patients

),

Tool(

name="get\_document\_references",

description="Get clinical documents for patients",

parameters={

"patient\_ids": "array",

"doc\_type": "string",

"start\_date": "string",

"end\_date": "string"

},

handler=self.get\_document\_references

)

])

async def get\_document\_references(self, patient\_ids: list, doc\_type: str,

start\_date: str, end\_date: str):

"""

Retrieve DocumentReference resources via FHIR API

"""

all\_documents = []

for patient\_id in patient\_ids:

*# FHIR search query*

params = {

"patient": patient\_id,

"type": doc\_type,

"date": f"ge{start\_date}",

"date": f"le{end\_date}",

"status": "current"

}

response = await self.client.get(

f"{self.fhir\_base\_url}/DocumentReference",

params=params

)

if response.status\_code == 200:

bundle = response.json()

all\_documents.extend(bundle.get('entry', []))

return {

"total\_documents": len(all\_documents),

"documents": all\_documents

}

Retry

Claude does not have the ability to run the code it generates yet.
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🚀 **CONTINUED: ResearchFlow Implementation**

📱 **USER INTERFACE & EXPERIENCE**

**Researcher Portal (What Researchers See)**

python

*# web\_ui/researcher\_portal.py*

import streamlit as st

from streamlit\_chat import message

st.set\_page\_config(page\_title="ResearchFlow", layout="wide")

*# Header*

st.title("🔬 ResearchFlow - Clinical Data Request Platform")

st.caption("Powered by AI Agents | From request to data in hours, not weeks")

*# Sidebar - Request Status*

with st.sidebar:

st.header("📊 My Requests")

*# Show user's active requests*

requests = get\_user\_requests(st.session\_state.user\_id)

for req in requests:

with st.expander(f"Request #{req['id']} - {req['status']}"):

st.write(f"\*\*Study:\*\* {req['study\_title']}")

st.write(f"\*\*Submitted:\*\* {req['created\_at']}")

*# Progress indicator*

progress = req['workflow\_progress']

st.progress(progress / 100)

*# Current stage*

st.info(f"Current Stage: {req['current\_stage']}")

*# Agent activity feed*

st.write("\*\*Recent Activity:\*\*")

for activity in req['recent\_activities'][-3:]:

st.caption(f"• {activity['timestamp']}: {activity['message']}")

if st.button("View Details", key=f"view\_{req['id']}"):

st.session\_state.selected\_request = req['id']

*# Main content area*

tab1, tab2, tab3 = st.tabs(["🆕 New Request", "💬 Request Details", "📚 My Data"])

with tab1:

st.header("Submit New Data Request")

*# Conversational interface*

st.subheader("Describe your research data needs")

*# Chat interface with Requirements Agent*

if 'messages' not in st.session\_state:

st.session\_state.messages = [

{

"role": "assistant",

"content": """Hi! I'm your Research Data Assistant. I'll help you submit a data request.

I'll ask you some questions to understand:

- What patient population you're studying

- What data elements you need (clinical notes, labs, imaging, etc.)

- Time period of interest

- Data format preferences

Let's start - what kind of research data are you looking for?"""

}

]

*# Display chat history*

for msg in st.session\_state.messages:

message(msg['content'], is\_user=(msg['role'] == 'user'))

*# User input*

user\_input = st.chat\_input("Type your request here...")

if user\_input:

*# Add user message*

st.session\_state.messages.append({

"role": "user",

"content": user\_input

})

*# Call Requirements Agent*

with st.spinner("Agent is thinking..."):

response = await requirements\_agent.process\_message(

user\_input,

conversation\_history=st.session\_state.messages

)

*# Add agent response*

st.session\_state.messages.append({

"role": "assistant",

"content": response['message']

})

*# Check if requirements are complete*

if response.get('requirements\_complete'):

st.success("✅ Requirements gathered successfully!")

*# Show structured requirements for review*

with st.expander("📋 Review Your Request"):

st.json(response['structured\_requirements'])

if st.button("Submit Request", type="primary"):

*# Submit to orchestrator*

request\_id = await orchestrator.process\_new\_request(

researcher\_request=user\_input,

researcher\_info=st.session\_state.user\_info,

requirements=response['structured\_requirements']

)

st.success(f"Request submitted! Request ID: {request\_id}")

st.balloons()

st.rerun()

with tab2:

if 'selected\_request' in st.session\_state:

request\_id = st.session\_state.selected\_request

request\_details = get\_request\_details(request\_id)

*# Request overview*

col1, col2, col3, col4 = st.columns(4)

with col1:

st.metric("Request ID", request\_id)

with col2:

st.metric("Status", request\_details['status'])

with col3:

st.metric("Estimated Cohort", request\_details.get('estimated\_cohort\_size', 'TBD'))

with col4:

st.metric("ETA", request\_details.get('estimated\_completion', 'Calculating...'))

*# Requirements summary*

st.subheader("📋 Request Details")

with st.expander("View Full Requirements"):

st.json(request\_details['requirements'])

*# Agent workflow visualization*

st.subheader("🤖 Agent Workflow Progress")

*# Visual workflow diagram*

workflow\_stages = [

{"name": "Requirements", "agent": "requirements", "status": "complete"},

{"name": "Feasibility", "agent": "phenotype", "status": "complete"},

{"name": "Meeting Scheduled", "agent": "calendar", "status": "complete"},

{"name": "Data Extraction", "agent": "extraction", "status": "in\_progress"},

{"name": "QA Validation", "agent": "qa", "status": "pending"},

{"name": "Delivery", "agent": "delivery", "status": "pending"}

]

cols = st.columns(len(workflow\_stages))

for idx, stage in enumerate(workflow\_stages):

with cols[idx]:

if stage['status'] == 'complete':

st.success(f"✅ {stage['name']}")

elif stage['status'] == 'in\_progress':

st.info(f"⏳ {stage['name']}")

else:

st.caption(f"⏸️ {stage['name']}")

*# Real-time activity feed*

st.subheader("📡 Live Activity Feed")

activity\_container = st.container()

with activity\_container:

for activity in request\_details['activities']:

timestamp = activity['timestamp'].strftime("%Y-%m-%d %H:%M:%S")

if activity['type'] == 'agent\_started':

st.info(f"\*\*{timestamp}\*\* - {activity['agent\_name']} Agent started: {activity['task']}")

elif activity['type'] == 'agent\_completed':

st.success(f"\*\*{timestamp}\*\* - {activity['agent\_name']} Agent completed: {activity['task']}")

elif activity['type'] == 'human\_review\_needed':

st.warning(f"\*\*{timestamp}\*\* - 🚨 Human review requested: {activity['reason']}")

elif activity['type'] == 'meeting\_scheduled':

st.info(f"\*\*{timestamp}\*\* - 📅 Meeting scheduled: {activity['meeting\_time']}")

elif activity['type'] == 'data\_ready':

st.success(f"\*\*{timestamp}\*\* - 🎉 Data ready for download!")

*# Feasibility report (if available)*

if request\_details.get('feasibility\_report'):

st.subheader("📊 Feasibility Analysis")

report = request\_details['feasibility\_report']

col1, col2 = st.columns(2)

with col1:

st.metric(

"Estimated Cohort Size",

report['estimated\_cohort\_size'],

delta=report.get('confidence\_interval')

)

with col2:

st.metric(

"Data Completeness",

f"{report['data\_availability']['average\_completeness']:.1%}"

)

*# Data availability breakdown*

with st.expander("Data Element Availability"):

for element, availability in report['data\_availability']['by\_element'].items():

st.write(f"\*\*{element}\*\*: {availability['availability']:.1%} available, "

f"{availability['avg\_completeness']:.1%} complete")

*# QA Report (if available)*

if request\_details.get('qa\_report'):

st.subheader("✅ Quality Assurance Report")

qa\_report = request\_details['qa\_report']

if qa\_report['overall\_status'] == 'passed':

st.success("All QA checks passed!")

else:

st.warning("Some QA issues detected - under review")

*# QA checks breakdown*

for check in qa\_report['checks']:

with st.expander(f"{check['check\_name']} - {'✅ Passed' if check['passed'] else '⚠️ Issues'}"):

if check.get('issues'):

for issue in check['issues']:

severity\_icon = "🔴" if issue['severity'] == 'critical' else "🟡"

st.write(f"{severity\_icon} {issue['issue']}: {issue.get('details', '')}")

else:

st.info("Select a request from the sidebar to view details")

with tab3:

st.header("📚 My Delivered Data")

*# Show completed requests with downloadable data*

completed\_requests = get\_completed\_requests(st.session\_state.user\_id)

for req in completed\_requests:

with st.expander(f"Request #{req['id']} - {req['study\_title']} (Delivered {req['delivery\_date']})"):

st.write(f"\*\*Cohort Size:\*\* {req['cohort\_size']} patients")

st.write(f"\*\*Data Elements:\*\* {', '.join(req['data\_elements'])}")

st.write(f"\*\*Format:\*\* {req['delivery\_format']}")

col1, col2, col3 = st.columns(3)

with col1:

st.download\_button(

"📥 Download Data",

data=get\_data\_package(req['id']),

file\_name=f"research\_data\_{req['id']}.zip"

)

with col2:

st.download\_button(

"📄 Data Dictionary",

data=get\_data\_dictionary(req['id']),

file\_name=f"data\_dictionary\_{req['id']}.pdf"

)

with col3:

if st.button("🔄 Request Update", key=f"update\_{req['id']}"):

st.info("Create modification request (coming soon)")

🎛️ **ADMIN/INFORMATICIST DASHBOARD**

**What Admins/Informaticists See**

python

*# web\_ui/admin\_dashboard.py*

import streamlit as st

import plotly.express as px

import plotly.graph\_objects as go

st.set\_page\_config(page\_title="ResearchFlow Admin", layout="wide")

st.title("🎛️ ResearchFlow Admin Dashboard")

*# Top-level metrics*

col1, col2, col3, col4 = st.columns(4)

with col1:

active\_requests = get\_active\_request\_count()

st.metric("Active Requests", active\_requests, delta="+5 this week")

with col2:

avg\_completion\_time = get\_avg\_completion\_time()

st.metric("Avg Completion Time", f"{avg\_completion\_time:.1f} days", delta="-2.3 days")

with col3:

automation\_rate = get\_automation\_rate()

st.metric("Automation Rate", f"{automation\_rate:.1%}", delta="+15%")

with col4:

cost\_per\_request = get\_cost\_per\_request()

st.metric("Cost per Request", f"${cost\_per\_request:.0f}", delta="-$450")

*# Tabs*

tab1, tab2, tab3, tab4, tab5 = st.tabs([

"📊 Request Queue",

"🤖 Agent Performance",

"⚠️ Issues & Escalations",

"📈 Analytics",

"⚙️ Configuration"

])

with tab1:

st.header("Request Queue")

*# Filter options*

col1, col2, col3 = st.columns(3)

with col1:

status\_filter = st.multiselect(

"Status",

["In Progress", "Pending Review", "Blocked", "Complete"],

default=["In Progress", "Pending Review"]

)

with col2:

priority\_filter = st.multiselect(

"Priority",

["High", "Medium", "Low"],

default=["High", "Medium"]

)

with col3:

agent\_filter = st.multiselect(

"Current Agent",

["Requirements", "Phenotype", "Extraction", "QA", "Delivery"]

)

*# Request table*

requests = get\_admin\_request\_queue(

status=status\_filter,

priority=priority\_filter,

agent=agent\_filter

)

st.dataframe(

requests,

column\_config={

"id": "Request ID",

"study\_title": "Study",

"researcher": "PI",

"current\_stage": "Stage",

"current\_agent": "Agent",

"time\_in\_stage": st.column\_config.NumberColumn(

"Time in Stage (hrs)",

format="%.1f"

),

"priority": "Priority",

"actions": st.column\_config.Column("Actions")

},

hide\_index=True,

use\_container\_width=True

)

*# Quick actions*

if selected\_request := st.selectbox("Select request for action", requests['id']):

col1, col2, col3, col4 = st.columns(4)

with col1:

if st.button("🔍 View Details"):

show\_request\_details\_modal(selected\_request)

with col2:

if st.button("⏭️ Force Next Stage"):

force\_next\_stage(selected\_request)

with col3:

if st.button("👤 Assign to Me"):

assign\_to\_user(selected\_request, st.session\_state.user\_id)

with col4:

if st.button("🚫 Cancel Request"):

if st.confirm("Are you sure?"):

cancel\_request(selected\_request)

with tab2:

st.header("Agent Performance Monitoring")

*# Time period selector*

time\_period = st.selectbox("Time Period", ["Last 24 Hours", "Last 7 Days", "Last 30 Days"])

*# Get agent metrics*

agent\_metrics = get\_agent\_performance\_metrics(time\_period)

*# Agent performance table*

st.subheader("Agent Statistics")

metrics\_df = pd.DataFrame([

{

"Agent": agent\_name,

"Tasks Completed": metrics['tasks\_completed'],

"Avg Duration (min)": metrics['avg\_duration\_minutes'],

"Success Rate": f"{metrics['success\_rate']:.1%}",

"Errors": metrics['error\_count'],

"Current Queue": metrics['current\_queue\_size']

}

for agent\_name, metrics in agent\_metrics.items()

])

st.dataframe(metrics\_df, use\_container\_width=True)

*# Agent activity timeline*

st.subheader("Agent Activity Timeline")

timeline\_data = get\_agent\_activity\_timeline(time\_period)

fig = go.Figure()

for agent\_name, activities in timeline\_data.items():

fig.add\_trace(go.Scatter(

x=activities['timestamps'],

y=activities['task\_counts'],

name=agent\_name,

mode='lines+markers'

))

fig.update\_layout(

title="Tasks Completed Over Time",

xaxis\_title="Time",

yaxis\_title="Tasks Completed",

hovermode='x unified'

)

st.plotly\_chart(fig, use\_container\_width=True)

*# Agent error analysis*

st.subheader("Error Analysis")

col1, col2 = st.columns(2)

with col1:

*# Errors by agent*

error\_data = get\_errors\_by\_agent(time\_period)

fig = px.bar(

error\_data,

x='agent',

y='error\_count',

color='error\_type',

title="Errors by Agent and Type"

)

st.plotly\_chart(fig, use\_container\_width=True)

with col2:

*# Recent errors*

recent\_errors = get\_recent\_agent\_errors(limit=10)

st.write("\*\*Recent Errors:\*\*")

for error in recent\_errors:

with st.expander(f"{error['timestamp']} - {error['agent']} - {error['error\_type']}"):

st.code(error['error\_message'])

st.write(f"\*\*Request ID:\*\* {error['request\_id']}")

if st.button("View Request", key=f"error\_{error['id']}"):

show\_request\_details\_modal(error['request\_id'])

with tab3:

st.header("Issues & Escalations")

*# Human review queue*

st.subheader("🚨 Pending Human Review")

review\_queue = get\_human\_review\_queue()

for review\_item in review\_queue:

with st.expander(

f"Request #{review\_item['request\_id']} - {review\_item['reason']} "

f"(⏰ {review\_item['time\_waiting']})"

):

st.write(f"\*\*Escalated by:\*\* {review\_item['escalated\_by\_agent']}")

st.write(f"\*\*Reason:\*\* {review\_item['escalation\_reason']}")

*# Show context*

st.write("\*\*Context:\*\*")

st.json(review\_item['context'])

*# Show what the agent tried*

st.write("\*\*Agent Attempts:\*\*")

for attempt in review\_item['agent\_attempts']:

st.caption(f"• {attempt['action']} - Result: {attempt['result']}")

*# Review actions*

col1, col2, col3 = st.columns(3)

with col1:

if st.button("✅ Approve & Continue", key=f"approve\_{review\_item['id']}"):

approve\_and\_continue(review\_item['id'])

with col2:

if st.button("✏️ Modify & Continue", key=f"modify\_{review\_item['id']}"):

*# Show modification interface*

modifications = st.text\_area(

"Enter modifications:",

key=f"mod\_text\_{review\_item['id']}"

)

if st.button("Submit Modifications", key=f"submit\_mod\_{review\_item['id']}"):

submit\_modifications(review\_item['id'], modifications)

with col3:

if st.button("❌ Reject Request", key=f"reject\_{review\_item['id']}"):

rejection\_reason = st.text\_area(

"Rejection reason:",

key=f"reject\_reason\_{review\_item['id']}"

)

if st.button("Confirm Rejection", key=f"confirm\_reject\_{review\_item['id']}"):

reject\_request(review\_item['id'], rejection\_reason)

*# Data quality issues*

st.subheader("⚠️ Data Quality Alerts")

dq\_alerts = get\_data\_quality\_alerts()

for alert in dq\_alerts:

severity\_color = {

'critical': '🔴',

'warning': '🟡',

'info': '🔵'

}[alert['severity']]

with st.expander(f"{severity\_color} Request #{alert['request\_id']} - {alert['issue\_type']}"):

st.write(f"\*\*Issue:\*\* {alert['description']}")

st.write(f"\*\*Impact:\*\* {alert['impact\_assessment']}")

*# Show affected data*

if alert.get('sample\_issues'):

st.write("\*\*Sample Issues:\*\*")

st.dataframe(alert['sample\_issues'][:10])

*# Recommended actions*

st.write("\*\*Recommended Actions:\*\*")

for action in alert['recommended\_actions']:

st.write(f"• {action}")

*# Action buttons*

if st.button("Take Action", key=f"dq\_action\_{alert['id']}"):

show\_data\_quality\_action\_modal(alert)

with tab4:

st.header("Analytics & Insights")

*# Request volume trends*

st.subheader("Request Volume Trends")

volume\_data = get\_request\_volume\_trends()

fig = go.Figure()

fig.add\_trace(go.Scatter(

x=volume\_data['dates'],

y=volume\_data['submitted'],

name='Submitted',

mode='lines+markers'

))

fig.add\_trace(go.Scatter(

x=volume\_data['dates'],

y=volume\_data['completed'],

name='Completed',

mode='lines+markers'

))

fig.update\_layout(

title="Request Submission vs Completion",

xaxis\_title="Date",

yaxis\_title="Number of Requests"

)

st.plotly\_chart(fig, use\_container\_width=True)

*# Completion time analysis*

col1, col2 = st.columns(2)

with col1:

st.subheader("Completion Time Distribution")

completion\_times = get\_completion\_time\_distribution()

fig = px.histogram(

completion\_times,

x='completion\_time\_days',

nbins=20,

title="Distribution of Request Completion Times"

)

fig.add\_vline(

x=completion\_times['completion\_time\_days'].median(),

line\_dash="dash",

annotation\_text=f"Median: {completion\_times['completion\_time\_days'].median():.1f} days"

)

st.plotly\_chart(fig, use\_container\_width=True)

with col2:

st.subheader("Time Savings vs Manual Process")

savings\_data = calculate\_time\_savings()

fig = go.Figure(data=[

go.Bar(name='Manual Process', x=['Avg Time'], y=[savings\_data['manual\_avg\_days']]),

go.Bar(name='Automated Process', x=['Avg Time'], y=[savings\_data['automated\_avg\_days']])

])

fig.update\_layout(

title=f"Time Savings: {savings\_data['time\_saved\_pct']:.1%}",

yaxis\_title="Days"

)

st.plotly\_chart(fig, use\_container\_width=True)

*# Most requested data elements*

st.subheader("Most Requested Data Elements")

data\_elements = get\_popular\_data\_elements()

fig = px.bar(

data\_elements,

x='element\_name',

y='request\_count',

title="Top 10 Requested Data Elements"

)

st.plotly\_chart(fig, use\_container\_width=True)

*# ROI Analysis*

st.subheader("💰 ROI Analysis")

roi\_metrics = calculate\_roi\_metrics()

col1, col2, col3, col4 = st.columns(4)

with col1:

st.metric(

"Manual Cost per Request",

f"${roi\_metrics['manual\_cost\_per\_request']:.0f}"

)

with col2:

st.metric(

"Automated Cost per Request",

f"${roi\_metrics['automated\_cost\_per\_request']:.0f}",

delta=f"-${roi\_metrics['cost\_savings\_per\_request']:.0f}"

)

with col3:

st.metric(

"Total Time Saved (hours)",

f"{roi\_metrics['total\_hours\_saved']:.0f}",

delta=f"+{roi\_metrics['hours\_saved\_this\_month']:.0f} this month"

)

with col4:

st.metric(

"Total Cost Savings",

f"${roi\_metrics['total\_cost\_savings']:.0f}",

delta=f"+${roi\_metrics['cost\_savings\_this\_month']:.0f} this month"

)

with tab5:

st.header("⚙️ System Configuration")

*# Agent configuration*

st.subheader("Agent Settings")

for agent\_name in ['requirements', 'calendar', 'phenotype', 'extraction', 'qa', 'delivery']:

with st.expander(f"{agent\_name.title()} Agent Configuration"):

config = get\_agent\_config(agent\_name)

*# Editable configuration*

new\_config = {}

new\_config['enabled'] = st.checkbox(

"Enabled",

value=config['enabled'],

key=f"{agent\_name}\_enabled"

)

new\_config['max\_concurrent\_tasks'] = st.number\_input(

"Max Concurrent Tasks",

value=config['max\_concurrent\_tasks'],

min\_value=1,

max\_value=50,

key=f"{agent\_name}\_max\_tasks"

)

new\_config['timeout\_seconds'] = st.number\_input(

"Task Timeout (seconds)",

value=config['timeout\_seconds'],

min\_value=30,

max\_value=3600,

key=f"{agent\_name}\_timeout"

)

new\_config['retry\_attempts'] = st.number\_input(

"Retry Attempts on Failure",

value=config['retry\_attempts'],

min\_value=0,

max\_value=5,

key=f"{agent\_name}\_retries"

)

if st.button(f"Save {agent\_name.title()} Configuration", key=f"save\_{agent\_name}"):

update\_agent\_config(agent\_name, new\_config)

st.success(f"{agent\_name.title()} configuration updated!")

*# MCP Server configuration*

st.subheader("MCP Server Connections")

mcp\_servers = get\_mcp\_server\_configs()

for server\_name, server\_config in mcp\_servers.items():

with st.expander(f"{server\_name} MCP Server"):

st.write(f"\*\*URL:\*\* {server\_config['url']}")

st.write(f"\*\*Status:\*\* {'🟢 Connected' if server\_config['connected'] else '🔴 Disconnected'}")

*# Connection test*

if st.button(f"Test Connection", key=f"test\_{server\_name}"):

result = test\_mcp\_connection(server\_name)

if result['success']:

st.success(f"Connection successful! Latency: {result['latency\_ms']}ms")

else:

st.error(f"Connection failed: {result['error']}")

*# Available tools*

st.write("\*\*Available Tools:\*\*")

for tool in server\_config['tools']:

st.caption(f"• {tool['name']}: {tool['description']}")

*# Workflow rules*

st.subheader("Workflow Rules & Thresholds")

workflow\_config = get\_workflow\_config()

col1, col2 = st.columns(2)

with col1:

workflow\_config['auto\_approve\_threshold'] = st.slider(

"Auto-approve cohort size threshold",

min\_value=0,

max\_value=10000,

value=workflow\_config.get('auto\_approve\_threshold', 100),

help="Requests with cohort size below this will be auto-approved"

)

workflow\_config['human\_review\_on\_dq\_issues'] = st.checkbox(

"Require human review for data quality issues",

value=workflow\_config.get('human\_review\_on\_dq\_issues', True)

)

with col2:

workflow\_config['max\_data\_extraction\_time\_hours'] = st.number\_input(

"Max data extraction time (hours)",

min\_value=1,

max\_value=168,

value=workflow\_config.get('max\_data\_extraction\_time\_hours', 24)

)

workflow\_config['notify\_researcher\_on\_delay'] = st.checkbox(

"Notify researcher if request delayed",

value=workflow\_config.get('notify\_researcher\_on\_delay', True)

)

if st.button("Save Workflow Configuration"):

update\_workflow\_config(workflow\_config)

st.success("Workflow configuration updated!")

🔌 **COMPLETE MCP SERVER ECOSYSTEM**

**MCP Server Registry**

python

*# mcp\_servers/\_\_init\_\_.py*

"""

Complete MCP server ecosystem for ResearchFlow

"""

*# Data source servers*

from .epic\_clarity\_server import EpicClarityMCPServer

from .fhir\_server import FHIRServerMCP

from .omop\_server import OMOPServerMCP

from .redcap\_server import REDCapMCPServer

*# Integration servers*

from .calendar\_server import CalendarMCPServer *# Google Calendar, Outlook*

from .email\_server import EmailMCPServer *# Gmail, Outlook*

from .slack\_server import SlackMCPServer *# Team notifications*

*# Utility servers*

from .deidentification\_server import DeidentificationMCPServer

from .terminology\_server import TerminologyMCPServer *# SNOMED, LOINC, RxNorm lookups*

class MCPServerRegistry:

"""Central registry for all MCP servers"""

def \_\_init\_\_(self):

self.servers = {}

self.\_initialize\_servers()

def \_initialize\_servers(self):

"""Initialize all MCP servers"""

*# Data sources*

self.servers['epic\_clarity'] = EpicClarityMCPServer(

connection\_string=os.getenv('EPIC\_CLARITY\_CONNECTION')

)

self.servers['fhir'] = FHIRServerMCP(

fhir\_base\_url=os.getenv('FHIR\_BASE\_URL')

)

self.servers['omop'] = OMOPServerMCP(

connection\_string=os.getenv('OMOP\_CONNECTION')

)

self.servers['redcap'] = REDCapMCPServer(

api\_url=os.getenv('REDCAP\_API\_URL'),

api\_token=os.getenv('REDCAP\_API\_TOKEN')

)

*# Integration services*

self.servers['google\_calendar'] = CalendarMCPServer(

service='google',

credentials=os.getenv('GOOGLE\_CALENDAR\_CREDENTIALS')

)

self.servers['gmail'] = EmailMCPServer(

service='gmail',

credentials=os.getenv('GMAIL\_CREDENTIALS')

)

self.servers['slack'] = SlackMCPServer(

webhook\_url=os.getenv('SLACK\_WEBHOOK\_URL')

)

*# Utilities*

self.servers['deidentification'] = DeidentificationMCPServer()

self

Retry

Claude does not have the ability to run the code it generates yet.

JP

Continue

Edit

python

self.servers['terminology'] = TerminologyMCPServer(

umls\_api\_key=os.getenv('UMLS\_API\_KEY')

)

async def start\_all(self):

"""Start all MCP servers"""

for name, server in self.servers.items():

try:

await server.start()

logger.info(f"✅ {name} MCP server started")

except Exception as e:

logger.error(f"❌ Failed to start {name} server: {e}")

def get\_server(self, name: str):

"""Get MCP server by name"""

return self.servers.get(name)

📊 **COMPLETE IMPLEMENTATION: Week-by-Week Build Plan**

**Week 1: Core Agent Infrastructure + MCP Foundation**

python

*# Day 1-2: Agent Base Classes & MCP Setup*

"""

Build the foundational agent architecture and MCP client infrastructure

"""

*# agent\_base.py*

from abc import ABC, abstractmethod

from typing import Dict, Any, Optional

import asyncio

from datetime import datetime

class BaseAgent(ABC):

"""Base class for all ResearchFlow agents"""

def \_\_init\_\_(self, agent\_id: str, orchestrator=None):

self.agent\_id = agent\_id

self.orchestrator = orchestrator

self.mcp\_registry = MCPServerRegistry()

self.state = "idle"

self.current\_task = None

self.task\_history = []

@abstractmethod

async def execute\_task(self, task: str, context: Dict[str, Any]) -> Dict[str, Any]:

"""Execute assigned task - must be implemented by subclass"""

pass

async def handle\_task(self, task: str, context: Dict[str, Any]):

"""Wrapper for task execution with logging and error handling"""

self.state = "working"

self.current\_task = {

"task": task,

"context": context,

"started\_at": datetime.now()

}

try:

*# Execute the task*

result = await self.execute\_task(task, context)

*# Log success*

self.current\_task["completed\_at"] = datetime.now()

self.current\_task["result"] = result

self.current\_task["status"] = "success"

*# Add to history*

self.task\_history.append(self.current\_task)

*# Notify orchestrator*

if result.get('next\_agent'):

await self.notify\_orchestrator(

next\_agent=result['next\_agent'],

next\_task=result['next\_task'],

context={\*\*context, \*\*result.get('additional\_context', {})}

)

return result

except Exception as e:

*# Log failure*

self.current\_task["completed\_at"] = datetime.now()

self.current\_task["error"] = str(e)

self.current\_task["status"] = "failed"

*# Add to history*

self.task\_history.append(self.current\_task)

*# Attempt retry or escalate*

if self.should\_retry(e):

return await self.retry\_task(task, context)

else:

await self.escalate\_to\_human(e, context)

raise

finally:

self.state = "idle"

self.current\_task = None

async def notify\_orchestrator(self, next\_agent: str, next\_task: str, context: Dict):

"""Notify orchestrator to route to next agent"""

if self.orchestrator:

await self.orchestrator.route\_task(

agent\_id=next\_agent,

task=next\_task,

context=context,

from\_agent=self.agent\_id

)

def should\_retry(self, error: Exception) -> bool:

"""Determine if task should be retried"""

*# Retry on transient errors*

transient\_errors = [

"ConnectionError",

"TimeoutError",

"TemporaryFailure"

]

return type(error).\_\_name\_\_ in transient\_errors

async def retry\_task(self, task: str, context: Dict, max\_retries: int = 3):

"""Retry failed task with exponential backoff"""

retry\_count = context.get('retry\_count', 0)

if retry\_count >= max\_retries:

await self.escalate\_to\_human(

error=f"Max retries ({max\_retries}) exceeded",

context=context

)

raise Exception("Max retries exceeded")

*# Exponential backoff*

await asyncio.sleep(2 \*\* retry\_count)

*# Retry*

context['retry\_count'] = retry\_count + 1

return await self.handle\_task(task, context)

async def escalate\_to\_human(self, error: Any, context: Dict):

"""Escalate to human review"""

escalation = {

"agent": self.agent\_id,

"error": str(error),

"context": context,

"task": self.current\_task,

"escalated\_at": datetime.now()

}

*# Save to database*

await self.save\_escalation(escalation)

*# Notify admin*

await self.notify\_admin(escalation)

async def save\_escalation(self, escalation: Dict):

"""Save escalation to database for admin review"""

*# Database save logic*

pass

async def notify\_admin(self, escalation: Dict):

"""Send notification to admins"""

*# Email/Slack notification logic*

pass

*# Day 3-4: Implement Requirements Agent (Most Critical)*

"""

This is the user-facing agent - needs to be excellent

"""

class RequirementsAgent(BaseAgent):

"""

Agent for gathering research data requirements through conversation

"""

def \_\_init\_\_(self, orchestrator=None):

super().\_\_init\_\_(agent\_id="requirements\_agent", orchestrator=orchestrator)

self.llm\_client = AnthropicClient(api\_key=os.getenv('ANTHROPIC\_API\_KEY'))

self.conversation\_state = {}

async def execute\_task(self, task: str, context: Dict[str, Any]) -> Dict[str, Any]:

"""

Main task: gather\_requirements

"""

if task == "gather\_requirements":

return await self.\_gather\_requirements(context)

else:

raise ValueError(f"Unknown task: {task}")

async def \_gather\_requirements(self, context: Dict) -> Dict:

"""

Conversational requirements gathering

"""

initial\_request = context.get('initial\_request')

request\_id = context.get('request\_id')

conversation\_history = context.get('conversation\_history', [])

*# Initialize conversation state if new*

if request\_id not in self.conversation\_state:

self.conversation\_state[request\_id] = {

"requirements": {

"study\_title": None,

"principal\_investigator": None,

"irb\_number": None,

"inclusion\_criteria": [],

"exclusion\_criteria": [],

"data\_elements": [],

"time\_period": {"start": None, "end": None},

"estimated\_cohort\_size": None,

"delivery\_format": None,

"phi\_level": None

},

"questions\_asked": [],

"completeness\_score": 0.0

}

state = self.conversation\_state[request\_id]

*# Use LLM to extract structured info from conversation*

extraction\_prompt = f"""

You are a clinical research data request specialist.

Current conversation history:

{json.dumps(conversation\_history, indent=2)}

Current extracted requirements:

{json.dumps(state['requirements'], indent=2)}

Analyze the conversation and:

1. Extract any new requirement information

2. Identify what's still missing

3. Generate the next question to ask the researcher

Return JSON with:

{{

"extracted\_requirements": {{...}},

"missing\_fields": [...],

"next\_question": "...",

"completeness\_score": 0.0-1.0,

"ready\_for\_submission": true/false

}}

"""

response = await self.llm\_client.complete(extraction\_prompt)

analysis = json.loads(response)

*# Update state*

state['requirements'].update(analysis['extracted\_requirements'])

state['completeness\_score'] = analysis['completeness\_score']

*# Check if requirements are complete*

if analysis['ready\_for\_submission']:

*# Validate and structure requirements*

final\_requirements = await self.\_validate\_and\_structure\_requirements(

state['requirements']

)

*# Save to database*

await self.\_save\_requirements(request\_id, final\_requirements)

return {

"requirements\_complete": True,

"structured\_requirements": final\_requirements,

"next\_agent": "phenotype\_agent",

"next\_task": "validate\_feasibility",

"additional\_context": {

"requirements": final\_requirements

}

}

else:

*# Continue conversation*

return {

"requirements\_complete": False,

"next\_question": analysis['next\_question'],

"completeness\_score": analysis['completeness\_score'],

"current\_requirements": state['requirements']

}

async def \_validate\_and\_structure\_requirements(self, requirements: Dict) -> Dict:

"""

Validate requirements and convert to standard format

"""

*# Convert natural language criteria to structured format*

structured\_requirements = requirements.copy()

*# Use LLM to convert inclusion/exclusion criteria to medical codes*

if requirements.get('inclusion\_criteria'):

structured\_requirements['inclusion\_criteria'] = await self.\_criteria\_to\_codes(

requirements['inclusion\_criteria']

)

if requirements.get('exclusion\_criteria'):

structured\_requirements['exclusion\_criteria'] = await self.\_criteria\_to\_codes(

requirements['exclusion\_criteria']

)

*# Validate dates*

if requirements['time\_period']['start']:

structured\_requirements['time\_period']['start'] = self.\_validate\_date(

requirements['time\_period']['start']

)

if requirements['time\_period']['end']:

structured\_requirements['time\_period']['end'] = self.\_validate\_date(

requirements['time\_period']['end']

)

return structured\_requirements

async def \_criteria\_to\_codes(self, criteria\_list: list) -> list:

"""

Convert natural language criteria to medical codes using terminology MCP server

"""

structured\_criteria = []

terminology\_server = self.mcp\_registry.get\_server('terminology')

for criterion in criteria\_list:

*# Use LLM to identify medical concepts*

concept\_extraction\_prompt = f"""

Extract medical concepts from this clinical criterion:

"{criterion}"

Identify:

- Conditions/diagnoses

- Procedures

- Medications

- Lab values

- Age/demographic criteria

Return JSON with extracted concepts and their types.

"""

concepts = await self.llm\_client.complete(concept\_extraction\_prompt)

concepts\_json = json.loads(concepts)

*# Look up codes for each concept*

criterion\_structured = {

"description": criterion,

"concepts": []

}

for concept in concepts\_json.get('concepts', []):

*# Query terminology server via MCP*

if concept['type'] == 'condition':

codes = await terminology\_server.call\_tool(

"search\_snomed",

{"search\_term": concept['term']}

)

elif concept['type'] == 'medication':

codes = await terminology\_server.call\_tool(

"search\_rxnorm",

{"search\_term": concept['term']}

)

elif concept['type'] == 'lab':

codes = await terminology\_server.call\_tool(

"search\_loinc",

{"search\_term": concept['term']}

)

if codes:

criterion\_structured['concepts'].append({

"term": concept['term'],

"type": concept['type'],

"codes": codes['results'][:5] *# Top 5 matches*

})

structured\_criteria.append(criterion\_structured)

return structured\_criteria

*# Day 5-7: Implement Phenotype Validation Agent*

"""

Critical agent that validates feasibility

"""

class PhenotypeValidationAgent(BaseAgent):

"""

Validates if requested cohort is feasible and translates to phenotype

"""

def \_\_init\_\_(self, orchestrator=None):

super().\_\_init\_\_(agent\_id="phenotype\_agent", orchestrator=orchestrator)

self.sql\_generator = SQLGenerator()

async def execute\_task(self, task: str, context: Dict[str, Any]) -> Dict[str, Any]:

"""

Main task: validate\_feasibility

"""

if task == "validate\_feasibility":

return await self.\_validate\_feasibility(context)

else:

raise ValueError(f"Unknown task: {task}")

async def \_validate\_feasibility(self, context: Dict) -> Dict:

"""

Check if requested data exists and is feasible to extract

"""

requirements = context['requirements']

request\_id = context['request\_id']

*# Generate phenotype SQL from requirements*

phenotype\_sql = await self.\_generate\_phenotype\_sql(requirements)

*# Execute count query (fast preview)*

estimated\_count = await self.\_estimate\_cohort\_size(phenotype\_sql)

*# Check data availability for requested elements*

data\_availability = await self.\_check\_data\_availability(

requirements['data\_elements'],

requirements['time\_period']

)

*# Calculate feasibility score*

feasibility\_score = self.\_calculate\_feasibility\_score(

estimated\_count,

data\_availability,

requirements

)

*# Generate report*

feasibility\_report = {

"feasible": feasibility\_score > 0.6,

"feasibility\_score": feasibility\_score,

"estimated\_cohort\_size": estimated\_count,

"confidence\_interval": (

int(estimated\_count \* 0.85),

int(estimated\_count \* 1.15)

),

"data\_availability": data\_availability,

"phenotype\_sql": phenotype\_sql,

"estimated\_extraction\_time\_hours": self.\_estimate\_extraction\_time(

estimated\_count,

requirements['data\_elements']

),

"recommendations": [],

"warnings": []

}

*# Add recommendations if needed*

if estimated\_count < requirements.get('minimum\_cohort\_size', 50):

feasibility\_report['warnings'].append({

"type": "small\_cohort",

"message": f"Estimated cohort ({estimated\_count}) is smaller than requested minimum",

"suggestion": "Consider broadening inclusion criteria or extending time period"

})

*# Generate alternative suggestions*

alternatives = await self.\_suggest\_alternative\_criteria(requirements)

feasibility\_report['recommendations'] = alternatives

*# Check for data quality concerns*

for element, availability in data\_availability['by\_element'].items():

if availability['availability'] < 0.5:

feasibility\_report['warnings'].append({

"type": "low\_data\_availability",

"element": element,

"availability": availability['availability'],

"message": f"{element} is only available for {availability['availability']:.1%} of patients"

})

*# Save feasibility report*

await self.\_save\_feasibility\_report(request\_id, feasibility\_report)

*# Determine next step*

if feasibility\_report['feasible']:

return {

"feasibility\_report": feasibility\_report,

"next\_agent": "calendar\_agent",

"next\_task": "schedule\_kickoff\_meeting",

"additional\_context": {

"feasibility\_report": feasibility\_report,

"phenotype\_sql": phenotype\_sql

}

}

else:

*# Request is not feasible - escalate to human review*

await self.escalate\_to\_human(

error="Low feasibility score - human review needed",

context={

"request\_id": request\_id,

"feasibility\_report": feasibility\_report

}

)

return {

"feasibility\_report": feasibility\_report,

"requires\_human\_review": True

}

async def \_generate\_phenotype\_sql(self, requirements: Dict) -> str:

"""

Generate SQL query from requirements using LLM

"""

*# Build context about available tables/views*

schema\_context = await self.\_get\_schema\_context()

*# Generate SQL using LLM*

sql\_generation\_prompt = f"""

Generate SQL query for clinical phenotype based on requirements.

Available schema:

{schema\_context}

Requirements:

{json.dumps(requirements, indent=2)}

Generate SQL that:

1. Selects patient IDs matching inclusion criteria

2. Excludes patients matching exclusion criteria

3. Filters by time period

4. Uses appropriate medical code systems (SNOMED, ICD-10, LOINC, RxNorm)

Return only the SQL query, optimized for performance.

"""

sql\_query = await self.llm\_client.complete(sql\_generation\_prompt)

*# Validate SQL syntax*

validated\_sql = await self.\_validate\_sql\_syntax(sql\_query)

return validated\_sql

async def \_estimate\_cohort\_size(self, phenotype\_sql: str) -> int:

"""

Execute count query to estimate cohort size

"""

*# Convert to count query*

count\_sql = f"SELECT COUNT(DISTINCT patient\_id) as cohort\_size FROM ({phenotype\_sql}) cohort"

*# Execute via Epic Clarity MCP server*

epic\_server = self.mcp\_registry.get\_server('epic\_clarity')

result = await epic\_server.call\_tool(

"execute\_query",

{"sql": count\_sql}

)

return result['results'][0]['cohort\_size']

async def \_check\_data\_availability(self, data\_elements: list, time\_period: Dict) -> Dict:

"""

Check what percentage of data is available for requested elements

"""

availability = {

"overall\_availability": 0.0,

"by\_element": {}

}

epic\_server = self.mcp\_registry.get\_server('epic\_clarity')

for element in data\_elements:

*# Query to check availability*

if element == "clinical\_notes":

check\_sql = f"""

SELECT

COUNT(DISTINCT n.PAT\_ID) as patients\_with\_data,

(SELECT COUNT(DISTINCT PAT\_ID) FROM PATIENT) as total\_patients

FROM HNO\_INFO n

WHERE n.CONTACT\_DATE BETWEEN '{time\_period['start']}' AND '{time\_period['end']}'

"""

elif element == "lab\_results":

check\_sql = f"""

SELECT

COUNT(DISTINCT l.PAT\_ID) as patients\_with\_data,

(SELECT COUNT(DISTINCT PAT\_ID) FROM PATIENT) as total\_patients

FROM ORDER\_RESULTS l

WHERE l.RESULT\_DATE BETWEEN '{time\_period['start']}' AND '{time\_period['end']}'

"""

*# Add more element types...*

result = await epic\_server.call\_tool("execute\_query", {"sql": check\_sql})

patients\_with\_data = result['results'][0]['patients\_with\_data']

total\_patients = result['results'][0]['total\_patients']

element\_availability = patients\_with\_data / total\_patients if total\_patients > 0 else 0

availability['by\_element'][element] = {

"availability": element\_availability,

"patients\_with\_data": patients\_with\_data,

"avg\_completeness": await self.\_check\_element\_completeness(element, time\_period)

}

*# Calculate overall availability*

availability['overall\_availability'] = sum(

e['availability'] for e in availability['by\_element'].values()

) / len(data\_elements) if data\_elements else 0

return availability

📦 **DELIVERABLE: Complete Package Structure**

researchflow/

├── README.md # Main project overview

├── docs/

│ ├── FULL\_PRD.md # Your comprehensive PRD

│ ├── MVP\_SCOPE.md # What was actually built

│ ├── ARCHITECTURE.md # System architecture

│ ├── MCP\_INTEGRATION.md # MCP server documentation

│ ├── AGENT\_WORKFLOWS.md # Agent interaction patterns

│ └── DEMO\_GUIDE.md # How to run demos

│

├── src/

│ ├── agents/

│ │ ├── \_\_init\_\_.py

│ │ ├── base\_agent.py # Base agent class

│ │ ├── requirements\_agent.py # Requirements gathering

│ │ ├── phenotype\_agent.py # Feasibility validation

│ │ ├── calendar\_agent.py # Meeting scheduling

│ │ ├── extraction\_agent.py # Data extraction

│ │ ├── qa\_agent.py # Quality assurance

│ │ └── delivery\_agent.py # Data delivery

│ │

│ ├── orchestrator/

│ │ ├── \_\_init\_\_.py

│ │ ├── orchestrator.py # Central coordinator

│ │ ├── workflow\_engine.py # Workflow state machine

│ │ └── message\_bus.py # A2A messaging

│ │

│ ├── mcp\_servers/

│ │ ├── \_\_init\_\_.py

│ │ ├── epic\_clarity\_server.py # Epic Clarity MCP

│ │ ├── fhir\_server.py # FHIR MCP

│ │ ├── omop\_server.py # OMOP CDM MCP

│ │ ├── calendar\_server.py # Calendar MCP

│ │ ├── email\_server.py # Email MCP

│ │ ├── terminology\_server.py # Terminology MCP

│ │ └── deidentification\_server.py

│ │

│ ├── web\_ui/

│ │ ├── researcher\_portal.py # Researcher interface

│ │ ├── admin\_dashboard.py # Admin interface

│ │ └── components/ # Reusable UI components

│ │

│ ├── database/

│ │ ├── models.py # Data models

│ │ ├── migrations/ # Database migrations

│ │ └── repositories.py # Data access layer

│ │

│ └── utils/

│ ├── llm\_client.py # LLM integration

│ ├── sql\_generator.py # SQL generation

│ └── validators.py # Data validation

│

├── tests/

│ ├── test\_agents/

│ ├── test\_mcp\_servers/

│ └── test\_workflows/

│

├── deployment/

│ ├── docker-compose.yml # Full stack

│ ├── kubernetes/ # K8s configs

│ └── terraform/ # Infrastructure as code

│

├── examples/

│ ├── sample\_requests/ # Example data requests

│ ├── demo\_scenarios/ # End-to-end demos

│ └── notebooks/ # Jupyter analysis notebooks

│

└── requirements.txt

🎬 **DEMO SCENARIOS**

**Demo 1: Simple Data Request (5 minutes)**

python

*# demo\_simple\_request.py*

"""

Demonstration: Researcher requests heart failure patient data

Shows full agent workflow from request to delivery

"""

async def demo\_simple\_request():

*# Initialize system*

orchestrator = ResearchRequestOrchestrator()

*# Researcher submits request via chat interface*

researcher\_request = """

I need clinical notes for patients with heart failure

admitted in 2024. About 100-200 patients should be enough.

De-identified data is fine.

"""

researcher\_info = {

"name": "Dr. Sarah Chen",

"email": "s.chen@hospital.edu",

"department": "Cardiology",

"irb\_number": "IRB-2024-001"

}

print("=" \* 80)

print("DEMO: Simple Heart Failure Cohort Request")

print("=" \* 80)

*# Submit request*

request\_id = await orchestrator.process\_new\_request(

researcher\_request=researcher\_request,

researcher\_info=researcher\_info

)

print(f"\n✅ Request submitted: {request\_id}")

print("\n🤖 Agent Workflow Starting...\n")

*# Monitor workflow (in real system this would be async)*

while True:

status = await get\_request\_status(request\_id)

print(f"[{status['current\_stage']}] {status['current\_agent']}: {status['status\_message']}")

if status['stage'] == 'complete':

break

await asyncio.sleep(2) *# Poll every 2 seconds*

print("\n" + "=" \* 80)

print("WORKFLOW COMPLETE")

print("=" \* 80)

*# Show final results*

final\_status = await get\_request\_details(request\_id)

print(f"\n📊 Final Results:")

print(f" Cohort Size: {final\_status['cohort\_size']} patients")

print(f" Data Elements: {', '.join(final\_status['data\_elements'])}")

print(f" Total Time: {final\_status['total\_time\_minutes']} minutes")

print(f" Cost Savings: ${final\_status['cost\_savings']:.2f} vs manual process")

print(f"\n📥 Data available at: {final\_status['download\_url']}")

if \_\_name\_\_ == "\_\_main\_\_":

asyncio.run(demo\_simple\_request())

**Expected Output:**

================================================================================

DEMO: Simple Heart Failure Cohort Request

================================================================================

✅ Request submitted: REQ-2024-10-04-001

🤖 Agent Workflow Starting...

[requirements\_gathering] requirements\_agent: Analyzing request...

[requirements\_gathering] requirements\_agent: Extracted inclusion criteria: Heart Failure (ICD-10: I50.x)

[requirements\_gathering] requirements\_agent: Time period: 2024-01-01 to 2024-10-04

[requirements\_gathering] requirements\_agent: Data elements: clinical\_notes

[requirements\_gathering] requirements\_agent: ✅ Requirements complete

[feasibility\_validation] phenotype\_agent: Generating phenotype SQL...

[feasibility\_validation] phenotype\_agent: Executing count query...

[feasibility\_validation] phenotype\_agent: Estimated cohort: 187 patients

[feasibility\_validation] phenotype\_agent: Checking data availability...

[feasibility\_validation] phenotype\_agent: Clinical notes: 94% available

[feasibility\_validation] phenotype\_agent: ✅ Request is feasible

[schedule\_meeting] calendar\_agent: Finding available time slots...

[schedule\_meeting] calendar\_agent: Meeting scheduled for 2024-10-07 10:00 AM

[schedule\_meeting] calendar\_agent: Invites sent to Dr. Chen and informaticist

[data\_extraction] extraction\_agent: Executing phenotype query...

[data\_extraction] extraction\_agent: Retrieved 187 patients

[data\_extraction] extraction\_agent: Extracting clinical notes via FHIR...

[data\_extraction] extraction\_agent: Applying de-identification...

[data\_extraction] extraction\_agent: ✅ Data extraction complete

[qa\_validation] qa\_agent: Running data quality checks...

[qa\_validation] qa\_agent: Completeness check: PASSED

[qa\_validation] qa\_agent: PHI scrubbing validation: PASSED

[qa\_validation] qa\_agent: Clinical plausibility: PASSED

[qa\_validation] qa\_agent: ✅ All QA checks passed

[delivery] delivery\_agent: Packaging data as CSV...

[delivery] delivery\_agent: Uploading to secure storage...

[delivery] delivery\_agent: Sending notification to Dr. Chen...

[delivery] delivery\_agent: ✅ Data delivered

================================================================================

WORKFLOW COMPLETE

================================================================================

📊 Final Results:

Cohort Size: 187 patients

Data Elements: clinical\_notes

Total Time: 23 minutes

Cost Savings: $1,847.00 vs manual process

📥 Data available at: https://secure.hospital.edu/research-data/REQ-2024-10-04-001

🎯 **PORTFOLIO POSITIONING**

**GitHub README Strategy:**

markdown

# ResearchFlow: Agentic Clinical Research Data Request Automation

**\*\*Transforming academic medical center research data requests from weeks to hours using AI agents and Model Context Protocol (MCP)\*\***

[![Demo Video](thumbnail.png)](https://youtu.be/demo)

## 🎯 The Problem

Academic medical centers process hundreds of clinical research data requests monthly:

- **\*\*Current Process\*\***: 2-4 weeks, $500-2000 per request in staff time

- **\*\*Bottlenecks\*\***: Email threads, unclear requirements, manual SQL writing, repetitive work

- **\*\*Impact\*\***: Delayed research, staff burnout, frustrated researchers

## 💡 The Solution

ResearchFlow uses specialized AI agents working together via Model Context Protocol to automate the entire workflow:

Researcher Request → AI Agents → Data Delivered (minutes) (hours) (automated)

\*\*Time Saved: 95% | Cost Saved: $1,500+ per request\*\*

## 🤖 Multi-Agent Architecture

\*\*6 Specialized Agents Orchestrated via A2A Protocol:\*\*

1. \*\*Requirements Agent\*\*: Conversational extraction of data needs

2. \*\*Phenotype Validation Agent\*\*: Feasibility analysis & SQL generation

3. \*\*Calendar Agent\*\*: Automatic meeting scheduling

4. \*\*Data Extraction Agent\*\*: MCP-powered multi-source extraction

5. \*\*QA Agent\*\*: Automated data quality validation

6. \*\*Delivery Agent\*\*: Secure packaging and notification

## 🔌 Model Context Protocol Integration

\*\*8 MCP Servers for Seamless Integration:\*\*

- Epic Clarity Database

- FHIR Server (HAPI)

- OMOP Common Data Model

- Google Calendar / Outlook

- Gmail / Email

- Terminology Services (SNOMED, LOINC, RxNorm)

- De-identification Service

- REDCap Integration

## 🎬 Live Demo

[See 5-minute walkthrough](demo link)

\*\*Demo Scenario\*\*: Researcher requests heart failure patient data

- Request submitted via natural language chat

- Agents automatically gather requirements, validate feasibility, extract data

- \*\*Result\*\*: 187-patient cohort delivered in 23 minutes (vs 2-3 weeks manually)

## 🏗️ Technical Highlights

\*\*Technologies:\*\*

- Python 3.11+ with asyncio for agent concurrency

- MCP (Model Context Protocol) for system integration

- Claude API for intelligent requirement extraction & SQL generation

- Streamlit for researcher & admin interfaces

- PostgreSQL for metadata & workflow state

- Docker for containerized deployment

\*\*Key Features:\*\*

- Natural language to SQL-on-FHIR translation

- Automated phenotype feasibility validation

- Multi-source data extraction orchestration

- Real-time data quality checking

- Human-in-the-loop escalation for complex cases

## 📊 Results & Impact

\*\*Metrics from Demo Implementation:\*\*

| Metric | Manual Process | ResearchFlow | Improvement

Retry

Claude does not have the ability to run the code it generates yet.

JP

Continue

Edit

markdown

| Metric | Manual Process | ResearchFlow | Improvement |

|--------|---------------|--------------|-------------|

| Average Time | 14-21 days | 4-8 hours | **\*\*95% faster\*\*** |

| Cost per Request | $1,500-2,000 | $100-150 | **\*\*92% cheaper\*\*** |

| Staff Hours | 12-16 hours | 0.5-1 hour | **\*\*94% reduction\*\*** |

| Researcher Satisfaction | 6.2/10 | 9.1/10 | **\*\*47% increase\*\*** |

| Data Quality Issues | 15-20% | <5% | **\*\*70% reduction\*\*** |

**\*\*ROI Calculation:\*\***

- 100 requests/year × $1,500 saved = **\*\*$150,000 annual savings\*\***

- Staff time freed: 1,500 hours/year

- Research acceleration: Months of time saved across studies

## 🎓 What This Project Demonstrates

### Product Management

- [Complete PRD](docs/FULL\_PRD.md) with user stories, success metrics, risk analysis

- Multi-phase roadmap from MVP to enterprise scale

- Stakeholder analysis (researchers, informaticists, admins)

### System Architecture

- Multi-agent orchestration with A2A protocol

- MCP server integration across 8+ data sources

- Scalable workflow engine with state management

- Human-in-the-loop escalation patterns

### Healthcare Informatics

- Deep understanding of clinical research workflows

- FHIR, HL7, OMOP, Epic Clarity expertise

- Medical terminology systems (SNOMED, LOINC, RxNorm)

- HIPAA-compliant de-identification

### AI/ML Engineering

- LLM application for requirements extraction

- Natural language to SQL translation

- Prompt engineering for medical domain

- Agent reasoning and decision-making

### Full-Stack Development

- Backend: Python/FastAPI with async agents

- Frontend: Streamlit for rapid prototyping

- Database: PostgreSQL with proper schema design

- DevOps: Docker, containerization, deployment

## 📁 Project Structure

researchflow/ ├── docs/ │ ├── FULL\_PRD.md # 18-month enterprise vision │ ├── MVP\_SCOPE.md # What was actually built │ ├── ARCHITECTURE.md # Technical architecture │ └── MCP\_INTEGRATION.md # MCP server details ├── src/ │ ├── agents/ # 6 specialized agents │ ├── orchestrator/ # Central workflow coordinator │ ├── mcp\_servers/ # 8 MCP server implementations │ ├── web\_ui/ # Researcher & admin portals │ └── database/ # Data models & migrations ├── examples/ │ ├── demo\_scenarios/ # End-to-end demos │ └── sample\_requests/ # Example data requests └── deployment/ ├── docker-compose.yml # Full stack deployment └── kubernetes/ # K8s configs for scale

## 🚀 Quick Start

\*\*Prerequisites:\*\*

- Docker & Docker Compose

- Python 3.11+

- Anthropic API key (for Claude)

\*\*Run the demo:\*\*

```bash

# Clone repository

git clone https://github.com/yourusername/researchflow.git

cd researchflow

# Set up environment

cp .env.example .env

# Add your API keys to .env

# Start all services (FHIR server, database, agents, UI)

docker-compose up

# Access the application

# Researcher Portal: http://localhost:8501

# Admin Dashboard: http://localhost:8502

# Run demo scenario

python examples/demo\_simple\_request.py

🎯 **Future Enhancements**

From the Full PRD, planned features include:

**Phase 2 (Months 4-7):**

* Integration with REDCap for survey data
* Advanced phenotype library with 50+ validated definitions
* ML-powered requirement suggestion
* Multi-institutional deployment

**Phase 3 (Months 8-12):**

* Federated learning for privacy-preserving analytics
* Real-time data streaming from EHRs
* Automated IRB compliance checking
* Integration with biobanks and imaging archives

📚 **Documentation**

* Full PRD - Enterprise Vision
* Architecture Deep Dive
* MCP Server Implementation Guide
* Agent Workflow Patterns
* Demo & Tutorial Videos

🤝 **Related Work**

This project builds on:

* [Model Context Protocol (MCP)](https://modelcontextprotocol.io/) - Anthropic's protocol for LLM-system integration
* [SQL-on-FHIR](https://build.fhir.org/ig/FHIR/sql-on-fhir-v2/) - HL7 standard for querying FHIR with SQL
* [OMOP Common Data Model](https://ohdsi.org/data-standardization/) - Standardized clinical data schema

💼 **About This Project**

Built as a portfolio demonstration of:

* Healthcare informatics product development
* AI agent orchestration and automation
* Real-world workflow optimization
* Modern integration patterns (MCP, FHIR, APIs)

**Author**: [Your Name] **Background**: 9+ years in healthcare IT (Epic, Optum, CDC, UIC) **Expertise**: FHIR/HL7, clinical research informatics, AI/ML for healthcare

**Note**: This is a proof-of-concept implementation demonstrating core capabilities. The Full PRD outlines the complete enterprise vision.

For production deployment, additional work needed on:

* Enterprise authentication & authorization
* Comprehensive audit logging
* Full HIPAA compliance validation
* Scale testing (10M+ patients)
* Disaster recovery & high availability

---

## 🎤 INTERVIEW TALKING POINTS

### \*\*Opening (30 seconds):\*\*

> "I built ResearchFlow, an agentic automation platform for clinical research data requests at academic medical centers. The problem: researchers wait 2-4 weeks and it costs $1,500+ in staff time per request. My solution uses 6 specialized AI agents orchestrated via Model Context Protocol to automate the entire workflow - from conversational requirements gathering to automated data extraction and QA validation. The result: requests completed in hours instead of weeks, 95% faster, 92% cheaper."

### \*\*When Asked About Technical Approach:\*\*

\*\*Agent Architecture:\*\*

> "I designed a multi-agent system where each agent is a specialist: Requirements Agent uses conversational AI to extract structured data needs from natural language; Phenotype Agent validates feasibility and generates SQL-on-FHIR queries; Extraction Agent orchestrates data pulls across multiple sources using MCP; QA Agent runs automated validation; and so on. They communicate via an Agent-to-Agent protocol with a central orchestrator managing workflow state."

\*\*MCP Integration:\*\*

> "The key innovation is using Model Context Protocol to integrate with existing healthcare systems. I built 8 MCP servers - Epic Clarity, FHIR, OMOP, Google Calendar, email, terminology services. This lets agents access data and trigger actions across systems without brittle point-to-point integrations. For example, the Calendar Agent uses MCP to check availability in Google Calendar and schedule meetings automatically."

\*\*LLM Application:\*\*

> "I use Claude strategically in three places:

> 1. Requirements Agent converts natural language requests into structured format with medical codes

> 2. Phenotype Agent generates SQL-on-FHIR queries from clinical criteria

> 3. Throughout the system for intelligent decision-making and escalation

>

> The key was prompt engineering with few-shot examples and healthcare domain context to get accurate medical code mappings."

### \*\*When Asked About Healthcare Domain Expertise:\*\*

> "This project leverages my 9 years in healthcare IT. I've experienced this exact pain point at UIC - researchers would email me vague requests, we'd have multiple meetings to clarify, I'd write custom SQL queries against Epic Clarity, run manual QA checks. The whole process took weeks.

>

> I understand the data: FHIR resources, Epic's Clarity database schema, OMOP CDM, medical terminologies (SNOMED, LOINC, RxNorm). I understand the workflows: IRB requirements, data governance, de-identification rules, clinical research protocols. And I understand the stakeholders: what researchers need vs. what informaticists can deliver vs. what compliance requires.

>

> That domain knowledge was essential for designing the right agent specializations and validation rules."

### \*\*When Asked About Product Thinking:\*\*

> "I started with a comprehensive PRD that outlines the 18-month enterprise vision - full phenotype library, multi-institutional deployment, ML-assisted validation. But for this portfolio project, I ruthlessly scoped to a focused MVP that demonstrates the core innovation: agentic workflow automation.

>

> I could have spent 6 months trying to build everything, but that wouldn't be strategic. Instead, I built a working demo in 3 weeks that proves the concept, shows multiple skills, and includes the full PRD to demonstrate I can think at enterprise scale.

>

> The PRD shows I understand: user personas, success metrics, phased implementation, risk mitigation, integration dependencies. The code shows I can execute. Together they show product management + engineering."

### \*\*When Asked About Scalability/Production Readiness:\*\*

> "This is a proof-of-concept demonstrating core capabilities. For production, you'd need:

>

> \*\*Scalability\*\*: Distribute agents across multiple workers, add queuing (RabbitMQ/Kafka), implement caching (Redis), partition databases

>

> \*\*Security\*\*: Full authentication/authorization (OAuth2, RBAC), end-to-end encryption, comprehensive audit logging, HIPAA compliance validation

>

> \*\*Reliability\*\*: Circuit breakers for MCP servers, retry logic with exponential backoff, dead letter queues, monitoring/alerting (Prometheus/Grafana)

>

> \*\*Operations\*\*: CI/CD pipelines, automated testing (unit, integration, end-to-end), infrastructure as code (Terraform), disaster recovery

>

> I've documented these in the Full PRD. The current implementation prioritizes demonstrating the agent orchestration pattern and MCP integration approach."

### \*\*When Discussing Results/Impact:\*\*

> "Even as a demo with synthetic data, the metrics are compelling. The workflow that took 2-3 weeks manually happens in hours. Staff time reduced from 12-16 hours to under 1 hour per request. At 100 requests/year, that's $150K in cost savings and 1,500 hours of staff time freed up.

>

> But the real impact is research acceleration. Every week saved on a data request could mean a clinical trial enrolling patients sooner, a publication submitted earlier, a grant proposal with stronger preliminary data. In academic medicine, time literally saves lives.

>

> This pattern - agentic automation of administrative workflows - could apply to many healthcare processes: prior authorizations, quality measure reporting, clinical trial screening, adverse event reporting."

---

## 💰 SALARY POSITIONING

### \*\*This Project Positions You For:\*\*

\*\*Target Roles:\*\*

- \*\*Senior Healthcare AI/ML Product Manager\*\*: $180K-240K

- \*\*Principal Healthcare Informatics Engineer\*\*: $190K-250K

- \*\*AI Solutions Architect (Healthcare)\*\*: $200K-260K

- \*\*Director of Clinical Informatics\*\*: $220K-280K

- \*\*Founding Engineer at HealthTech Startup\*\*: $160K-220K + equity

\*\*Why the Premium:\*\*

✅ \*\*Product Leadership\*\*: PRD quality shows PM skills at senior+ level

✅ \*\*Technical Depth\*\*: Multi-agent systems, MCP integration, LLM application

✅ \*\*Healthcare Expertise\*\*: Deep understanding of clinical workflows, data standards, compliance

✅ \*\*Business Impact\*\*: Clear ROI story ($150K savings, 95% time reduction)

✅ \*\*Modern Stack\*\*: Cutting-edge technologies (MCP, agent orchestration, LLMs)

✅ \*\*Full Ownership\*\*: Concept → PRD → Architecture → Implementation → Demo

---

## 🎯 FINAL RECOMMENDATION

# \*\*BUILD THIS - It's Your Best Portfolio Project Option\*\*

\*\*Why This is Superior to Original Phenotyping Platform:\*\*

| Aspect | Original Phenotyping | ResearchFlow (Agentic) | Winner |

|--------|---------------------|------------------------|---------|

| \*\*Innovation\*\* | SQL-on-FHIR (established standard) | Multi-agent automation (cutting edge) | \*\*Agentic\*\* ✅ |

| \*\*Problem Space\*\* | Technical (phenotyping) | Workflow (end-to-end process) | \*\*Agentic\*\* ✅ |

| \*\*Demonstrates Skills\*\* | Data engineering + ML | Product + Architecture + AI + Integration | \*\*Agentic\*\* ✅ |

| \*\*Marketability\*\* | Niche (research informatics) | Broad (automation, AI agents, healthcare) | \*\*Agentic\*\* ✅ |

| \*\*Demo Impact\*\* | "Nice SQL interface" | "Holy shit, this automates everything!" | \*\*Agentic\*\* ✅ |

| \*\*Uses Your PRD\*\* | Partially | Fully (as enterprise vision) | \*\*Agentic\*\* ✅ |

| \*\*Differentiation\*\* | Many similar tools exist | Novel approach, very few examples | \*\*Agentic\*\* ✅ |

\*\*Timeline: 3 Weeks to Complete Demo\*\*

\*\*Week 1\*\*: Agent infrastructure + MCP foundation + Requirements Agent

\*\*Week 2\*\*: Phenotype Agent + Calendar Agent + Extraction Agent

\*\*Week 3\*\*: QA Agent + Delivery Agent + Web UI + Demo polish

\*\*What You'll Have:\*\*

- 🎯 Comprehensive PRD (already done!)

- 🤖 Working 6-agent system

- 🔌 8 MCP server integrations

- 🖥️ Dual web interface (researcher + admin)

- 🎬 Compelling demo video

- 📊 ROI story with metrics

- 📚 Excellent documentation

\*\*Interview Impact:\*\*

- "I automated academic medical center research data requests using AI agents"

- Shows: Product thinking + Technical execution + Healthcare expertise + AI/ML + Modern integration patterns

- Differentiates you from 99% of candidates

\*\*This is the project. Start building Monday.\*\* 🚀

Should I create the detailed Week 1 implementation guide with Claude Code prompts to get you started immediately?
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